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THE DISTANCE SUPPORT/ANCHOR DESK

PROGRAM PLAN

1. EXECUTIVE SUMMARY

The Chief of Naval Operations (CNO) has directed the development of “Distance Support” tools that will enable warfighters to reach out and touch the shore-based support infrastructure in an efficient and direct manner. The Distance Support/Anchor Desk initiative integrates existing distance support efforts into a consolidated tool set and is focused on reducing shipboard workload and streamlining support infrastructure access, allowing the fleet to concentrate on their primary mission to train, operate, and fight.

This document provides the NAVSEA program plan for Distance Support (DS).  It is recognized that forms of Distance Support already exist in both private industry and government.  The technology is increasing at an exponential rate.  To take advantage of this, this program plans to leverage to the maximum extent all existing commercial and government technology, infrastructure and business applications to rapidly deploy the capability to the fleet and shore community.  Collaboration and teaming with other programs to each other’s mutual benefit is a key cornerstone of Distance Support.  As such, DS has established a standardized process to manage this business and technology integration.  

In order to transform the Navy’s customer/support infrastructure to effectively utilize the tools and technology of Internet connectivity and e-business, the Navy has established the Distance Support/Anchor Desk Program. This program serves as a catalyst to adapt, coordinate, and integrate the processes, support infrastructure, and tools of government and industry into a cohesive effort, supported by a collaborative infrastructure that provides reactive, proactive, and predictive support. 

The objectives of Distance Support are two-fold. First, to provide the fleet a standard process and tool set for “reach-back” support for material, personnel, and personal support to improve readiness, move workload ashore, and improve the quality of service. Second, to provide the structure and data environment to support a collaboration infrastructure process for proactive and predictive support that improves Operational Availability (Ao), reduces Total Ownership Cost (TOC), and improves both quality of service and life. 

A negative aspect of ever changing technology is the proliferation of like products and interoperability issues.  The DS Program Team provides management and guidance in the form of product test, assessment and policies such that standards can be established that are in compliance with fleet policies and operating procedures.  This also increases commonality of operational procedures, hardware and infrastructure requirements between programs, resulting in reduced support costs to the fleet.

2. MISSION/VISION

The mission of the Distance Support/Anchor Desk Program is to: 

· provide the fleet, at all locations and times, the capability to obtain the most responsive, useful, and expeditious help needed from the shore-based support infrastructure 

· actively provide the fleet and support infrastructure with the process and tools to: 

· resolve emerging problems and needs

· anticipate requirements and take advance preventive action

· address systemic support issues

· gain efficiency

· move workload ashore, where possible

· improve readiness and “quality of service”.

The Distance Support/Anchor Desk Program vision is a solution set aimed at improving fleet support, not only for today’s Navy, but for future platforms. The program will be the cornerstone for a collaborative infrastructure and shared data environment that leverages Navy Hardware Systems Commands (HSCs), support organizations and industry to provide responsive, global service and support. 

The Distance Support/Anchor Desk Program: 

· provides a single point of entry for all fleet support requests, maintains detailed information on contact points within the support provider network, and serves as the single agent responsible for receiving, processing, routing, and ensuring closure of support requests

· is an integrated collection of tools, developed by the shore infrastructure, to locate and then provide remote support services in a variety of functional areas to all Navy forces located around the globe

· provides the easiest, most user-friendly, uniform, competent, global, and around-the-clock distance support communication capability

· provides training to ensure all users are adequately familiar with the distance support program tools, both in scope, availability, and operational skills

· links data and processes, through a distributed management organization and a single fleet support pipeline, to make it easier to get the right support the first time.

· utilizes and maintains a system that coordinates all logistics data and support resources for accurate access, query, response, and update functions

· establishes and maintains operating procedures and business rules used by all commands, organizations, and activities providing distance support services

· maintains metrics that document the performance of the distance support community and promote enhanced performance  

· maintains constant contact with users to ensure that the distance support services meet customer needs

3. CAPABILITIES

There are five main tools within the Distance Support/Anchor Desk Program as currently constituted: the Source of Support (SOS) network, the Navy Integrated Call Center (NICC), the DS Portal, the Collaboration Tool Suite, and program metrics. The shore-based infrastructure has been coordinated, under the Distance Support/Anchor Desk program, into an SOS network for accurate and timely response to fleet needs. The NICC provides single point of entry services for fleet support requests when the source of support is not known. The Portal, provided in both Web site and CD software load versions, allows the sailor to link directly to a specific support provider or access information from that provider, while also supplying the tools and information needed to connect the customer to the NICC when needed. The Collaboration Tool Suite offers the sailor the capability of creating digital images of specific problems being experienced and sharing those images with the shore support community. Metrics, developed from data collected during Distance Support/Anchor Desk Program operation, provide measurement of program performance, as well as a means of program improvement. A Distance Support/Anchor Desk Program Fleet Business Rules document is maintained, addressing communication between the Fleet and the shore infrastructure, for maximum effectiveness from program tools. A more detail description of the Distance Support system is provided in the Technical Description, provided as appendix A.

3.1     The Source of Support (SOS) network.
The Distance Support/Anchor Desk Program was not designed to replace currently established methods of support for the Fleet, but rather to consolidate existing DS tools and services under a single point of entry system, as well as to function as the coordinator in responding to fleet support requests if the specific SOS is not known.  The support provider organizations (see figure 1) within the vast Distance Support infrastructure retain their vital role of satisfying support requests with the tools that they have developed and deployed. 

Each SOS has sole responsibility for responding to fleet support questions in their functional area of responsibility.  Primary SOS requirements in supporting the Distance Support/Anchor Desk Program include:

· Assign a central Distance Support point of contact.

· Provide the NICC with point of contact information for inclusion in the SOS routing matrix.

· Process and investigate assigned Trouble Tickets.

· Provide customer with answers/solutions to referred problems.
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Provide information to the NICC for updating Trouble Ticket status and reporting closure.
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The Distance Support/Anchor Desk Program maintains a matrix in the Configuration Data Managers Database-Open Architecture (CDMD-OA), allowing NICC personnel to conveniently and/or automatically locate the SOS for all incoming requests.  This matrix contains information such as contact information (email address or phone numbers), on the initial point of entry activity for each system/equipment, has been populated with information provided by the currently known SOS, and is updated any time new information on appropriate points of contact is discovered. Updates can be accomplished by NICC personnel, subject to government approval, or by the support providers themselves.  The purpose of this matrix is to ensure availability of information that facilitates contact with the proper SOS the first time, every time. 

Business rules for processing support requests within the SOS network and for maintaining the SOS Matrix have been developed by the Distance Support Program, and are contained in the DS SOS Business Rules which are published separately. A document for use of the SOS matrix in the CDMD-OA is available on the Distance Support/Anchor Desk Program Web site.
3.2    The Navy Integrated Call Center (NICC)
The NICC is the hub of the Distance Support Program, providing single point of entry for support requests from fleet customers on a 24 hour per day, seven day per week, 365 day per year (24/7/365) basis. The NICC was established in August 1999, and is physically located at the Fleet Technical Support Center Atlantic (FTSCLANT) in Norfolk, VA. If the fleet needs help, and is not aware of the appropriate support provider, the NICC can be contacted directly by phone (1-877-41TOUCH), by email (help@anchordesk.com) or by other electronic means. The NICC will coordinate with the appropriate support provider and track the support request to resolution with the requestor. The fleet can, however, contact the SOS directly if known, using any tools or references available. The NICC provides tracking and documentation services for all support requests. The Distance Support/Anchor Desk Program NICC Overview addresses this activity in greater detail.

3.3    The Portal 
The Distance Support Portal/Anchor Desk Web site is the fleet’s reach-back collaboration tool of choice for infrastructure support 24/7/365. Figure 2 provides a picture of the Portal entry screen.
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Figure 2: The Distance Support/Anchor Desk Portal Entry Screen.

The Distance Support/Anchor Desk Web site (www.anchordesk.navy.mil), provides any Navy customer a single place to learn about, or request, distance support services.  This includes: 

· Establishing direct contact with the NICC, as well as Portal capabilities for reach back and metrics.

· Locating other Web links providing distance support services in a variety of functional areas, including aviation, equipment maintenance (C4I, HM&E, and combat systems), chaplain/spiritual support, medical, supply, training and ordnance.

· Accessing distance support tools (Chat, Netmeeting, etc.).

· A Portal User’s Guide.

The CD version of the Portal, installed on shipboard personal computers, is a snapshot of the Web site which also includes local files of technical support documentation. Local availability of information does not require use of bandwidth. Non-secure (NIPRNet) and secure (SIPRNet) versions of the Portal are available. Appendix A contains a matrix of Portal content. Portal content is managed in accordance with the Distance Support/Anchor Desk Program Portal Configuration Management document.

3.4     Collaboration Tools
To support efficient use of available digital capabilities, a portable commercial off-the-shelf (COTS) Collaboration Tool Suite is provided. This suite includes:

· IT-21 GOTS delta load

· Microsoft  Netmeeting and Sametime Chat for collaboration

· Ancillary equipment for digital data capture and transfer.

3.5    Metrics
Metrics are available via the Web site and Portal. Metrics are produced to satisfy two needs. First, metrics are designed to determine responsiveness and effectiveness of the Distance Support community and processes to customer requirements. Second, metrics are designed to identify system and equipment problems, resolve systemic issues and improve readiness/ Ao, reduce TOC, and identify requirements for resource reallocation when necessary. A “balanced scorecard” approach, providing a customized metrics development capability, is underway as “My Metrics”. A corresponding user’s guide will be available. 

4.  PROGRAM IMPLEMENTATION
The implementation of Distance Support is divided into three phases.  Each phase provides an incremental increase in capability to meet the final vision state for the system.   

4.1  Phase I
 This phase establishes the basic capabilities to meet the stated services of Managing Content Delivery, Managing Collaborative Tele-Assistance and Customer Relations Management on a 24/7 basis. The focus is building the organizational structure, the processes/business rules associated with it and the metrics for feedback.

· Deployment of Distance Support

There are three distinct deployments of Distance Support.  The first is the installation of DS to the afloat community, as discussed in the Distance Support/Anchor Desk Program Installation Overview document.  This installation is scheduled by Battle Groups for the Pacific Fleet and a one-time roll out over a 6 to 8 month period for the Atlantic Fleet.  Installations on forward deployed ships will also be started during this Phase.  The second is installation of DS to the ashore community.  The installation schedule and the selection of the ashore sites are based on their level of activity in support of the fleet.  The primary focus for the ashore community is the building of its’ capability to collaborate with the Battle Group.  A key to this is the establishment of Command Centers with SIPRNet connectivity.  The third deployment is the building of the Source of Support organizational structure.  The SOS is the backbone of DS, providing both technical assistance and content to the fleet.  The NICC is also considered as one of the SOS organizations providing support to the fleet.  This effort pulls together the beginning of a shared data environment owned and supported by the SOS and the start of the SOS Portlets.  It also provides the initial integration with other programs as ATIS and CaS.

· Establishing Processes/Business Rules

The second major focus is establishing the processes and business rules governing the DS support organizations and fleet customer.  This includes establishing the infrastructure and business rules for how the SOS, as an extension of the NICC, work in a 24/7 collaborative environment with and in support of the Battle Group.  Development of these business rules, which will be published as separate documents, will be a continuous process.   

· Establishing Metrics

The third major focus is on establishing metrics that can be used to initiate some form of action.  There are two types of metrics.  The first type is on the performance of DS for continuous improvement.  The second type of metrics is for the SOS community to understand areas requiring improvement in their Quality of Service to the Fleet.   

4.2  Phase II - Distance Support Next Generation (DSNG)
This phase builds on the development of the Phase I organizational structures and improves on that infrastructure and tool set.  Phase II addresses the short fall associated with communication access within security and bandwidth constraints, connectivity for the last 100 feet, and knowledge management.  It moves DS towards a more ideal environment for data sharing and collaboration.    

· Deployment of Platform Resident Data (Ship Data Center (SDC))

This effort is to design, develop, test, certify and deploy a Ship Data Center (SDC).  The SDC will be integrated with the IT-21 horizontal block upgrade and NTCSS suite of equipment.  The testing of the SDC will be divided into an alpha and beta version.  The alpha version will be a standalone system integrated with the Advance Technical Information System (ATIS). This version will be tested on several platforms, MCMs, CGs, and DGs. The lessons learned from the testing will be incorporated in the Beta version.  The Beta version will be the production set that becomes part of the NTCSS program.   The DS program will work with the NTCSS program to develop the deployment schedule for the SDC as part of the DSNG role out. 

· Deployment of Shore Knowledge Management Center (KMC)

This effort is design, develop, test, certify and deploy Knowledge Management Centers at three diverse locations as a minimum.   The KMC provides the preparation of data into information for distribution from shore to ship and ship to shore.  Integrated into the KMC will be the Predictive Integrated Logistics Support Readiness Requirement (PIR2) tool.  The deployment of the KMC will be distributed based on the COO plan and will be integrated into NMCI. A Configuration Management Plan will be developed for content.

· Establishment of a DS Test and Assessment Laboratory

This effort is to develop a virtual test and assessment laboratory to test the DS shared data and collaborative network around the world.  It provides the test bed for new DS applications, COTS or GOTS tools wanting to be integrated into the DS environment.   The DS T&A Lab will be deployed based on the DS Quality Assurance Plan.

4.2.1   Advance Technical Information Support (ATIS) 

ATIS is a Navy standard digital data repository and presentation system that provides easy access to technical data.  It also provides a standard platform on which to link technical documentation and logistics/configuration indices.

4.2.2   Predictive Integrated Logistics Support Readiness Requirement (PIR2)
NAVSEA 04L1 in conjunction with PMS 490L Surface Mine Warfare has developed the means to produce a prioritized list of shipboard equipment and piece part items associated with a high probability of failure during a Battle Group operating cycle.  The program, called Predictive Integrated Logistics Support Readiness Requirement (PIR2) has developed into a highly automated process of data collection and analysis.

Utilizing a standardized evaluation technique, in accordance with the Distance Support/Anchor Desk Program PIR2 Procedure document, PIR2 provides a systematic failure and trending analysis tool to assist the ship forces and the shore infrastructure to review predicted high failure equipment/items prior to and during deployment.  PIR2 provides subscribers with detailed failure analysis information that can be used to predict future failures at the maintenance-worthy repair part and next higher assembly levels, assess causes, analyze similar failures to establish trends, and recommend technical or logistic changes to prevent or forestall reoccurrence by proposing corrective actions.  The outcome of PIR2 will be increased system operability and reliability, improved maintainability, reduced life cycle costs, and maximized use of limited and expensive resources.

4.2.3   Navy Marine Corps Intranet

The Navy Marine Corps Intranet (NMCI) is a comprehensive, enterprise-wide initiative that will make the full range of network-based information services available to Sailors and Marines for day-to-day activities and in war. When initial operating capability is achieved by the end of 2001, NMCI will give the Navy and Marine Corps secure, universal access to integrated voice, video and data communications, afford pier-side connectivity to Navy vessels in port, and link more than 360,000 desktops across the United States, as well as sites in Puerto Rico, Iceland and Cuba. 

NMCI will apply the speed and might of world-class Internet technology to everything from administrative tasks to ammunition supply. It will help the Navy and Marine Corps meet these critical objectives: 

· Enhanced network security 

· Interoperability with CINCs and other Services 

· Knowledge sharing across the globe 

· Increased productivity 

· Improved systems reliability and quality of service 

· Reduced cost of voice, video and data services 

4.3   Phase III
This phase builds on the previous two phases by expanding DS usability by allowing accessibility to DS anywhere on board ship or ashore.  In addition to this, automated and intelligent profiling integrated with knowledge management will be incorporated during this phase as it migrates into NMCI, IT 21 and ERP.  

· Design and deploy an Automated Intelligent Knowledge Center

· Integration with mobile devices

· Integration DS Portal with NMCI/TFW Portal

· Integration with ERP

4.3.2   NMCI/ TASK Force Web (TFW) Portal
Under the NMCI/TFW Portal Web initiative, sailors and Marines will be able to go to nearly any desktop with Internet access and use applications via a Web browser to check on everything from pay, personnel and medical records to command and control, logistics and other mission-critical information.

The Space and Naval Warfare Systems Command will carry out the at-sea portion of Task Force Web. The NMCI Information Strike Force, the group of companies led by Electronic Data Systems Corp. that is spearheading NMCI, will manage Task Force Web ashore.   

4.3.3   Enterprise Resource Planning (ERP)
Enterprise Resource Planning (ERP) is plan for use by the Navy as a core Information System that will enable it to improve and standardize Navy Maintenance business processes across fleet ships and shore activities. More than 15 commands participated in this business process re-engineering, which to date has reduced the number of individual processes performed by 43 percent. The Navy Enterprise Maintenance Automated Information System (NEMAIS) project is a phased effort to design, configure, test and roll out a Navy Maintenance ERP solution to eight maintenance regions around the world. 

5. MANAGEMENT OF PRODUCTS AND SERVICES

5.1   Customer Relations Management

The basic definition of CRM is “Business strategies designed to optimize profitability, revenue and customer satisfaction. CRM applications focus on relationships, rather than transactions.”  CRM usage for the Distance Support program means ensuring the customer’s questions are tracked to completion, ensuring a quality response in a timely manner. By capturing this critical data flow, metrics and trends can be analyzed to develop more proactive solutions to important fleet concerns. This ensures a more mission ready unit for the fleet.

A set of Business Rules and Processes have been developed by Distance Support and documented as policies to be followed by the Source of Support (SOS) providers.  The business rules and process documents will expand with each phase of Distance Support.  In addition to these documents, Distance Support will support the fleet customer to continually develop and refine the OPTASK for fleet use of Distance Support.  

The use of Distance Support requires a cultural change to be successful.  To this end, the fleet customer must be involved in the evolution of Distance Support.  To insure this, Distance Support will hold quarterly fleet users workshops and yearly Distance Support conferences.  

To insure that changes remain in place, a training plan will be develop for each phase identifying type of training and the targeted audience in the training schools and Fleet Training Centers.  The use of CNET, one of Distance Support’s team member, will be extensive in supporting this.

5.2   Bandwidth Mitigation

Utilization of available bandwidth from/to the ship will always be controlled by the ship’s command. It is understood that Distance Support must operate within the limits set by command.  To insure this, Distance Support will generate a Bandwidth Mitigation Plan based upon the following bandwidth constraints: 

· Ship Internal LAN Capacity

· Ship to Shore Data Link Capacity

· Ship to Shore Data Link Availability

The focus of the bandwidth mitigation will be to provide information on demand the first time by reducing search time, to place information as close to the users as possible, to manage the timing and flow of information for balance loading and to utilize compression routines to reduce requirements.  Consideration will also be given to the use of alternate LANs as wireless and the use of Ultra Thin Client design.

To insure that the plan is providing the best alternatives, modeling and simulation will be used to provide ship traffic and LAN capacity analysis.   Live testing of ship traffic and LAN utilization to verify and improve the model resolution will be performed to augment this.   The modeling and simulation will provide the ability to develop and use bandwidth management plans and individual bandwidth application control based on priority and need.

5.3   Security

In order to protect the ship, security is of the utmost concern.  Security however must be balanced with the needs of the ship and the safety of the crew.  In order to address the security issues, Distance Support will work with SPAWAR and OPNAV N6 to provide the needed data and required technical assistance to the ship to support its mission and enhance its readiness.

Not only do we have to address communications security issues, we must address content security issues.  How do we know that we are receiving the data from the one source that has cognizance over that system, subsystem, or individual part?  First of all, we will only allow the Knowledge Management Center to accept additions, changes, and deletions from the cognizance Source of Support.  This could be performed using various solutions, but we will utilize those security measures that are recommend by SPAWAR and agreed upon by N6.  

A plan will be generated for both information and network security.  It will address security management for each phase of Distance Support and will provide the transition of security responsibility to IT-21, NMCI and ERP.  It will also address the requirements to conform with Task Force Web.

5.4   Continuity of Operation

A Continuity of Operation (COO) Plan will be generated to address the management of Distance Support service availability and loss of service impact for each phase of Distance Support.  It will address recovery methodology and redundant approaches to insure continuous availability of Distance Support.  

An example of system redundancy would be to have all KMCs during phase II replicated and synchronized via Internet connectivity with a VPN connection.  This would include intelligent load balancing hardware and software utilization to insure that the KMCs will be operational 24/7/365.  The intelligent load balancing will be utilized to direct traffic between the KMCs to distribute requests to the KMC that is the most available server.  When one KMC fails, the other KMCs will receive the traffic until the failed KMC comes back online.  Each KMC should have multiple modes of communications.  Besides hardwire, each site should have satellite connectivity for backup. Of course this would have to be implemented with the support of SPAWAR and N6. In addition, three (3) Knowledge Management Centers (KMCs) will be established stateside, one on the east, west and central United States.  Other KMCs will be implemented based on data requirements and utilization.  The central KMC will be the control/backup center for the east and west coast.  

5.5  Quality Assurance

A Quality Assurance Plan will be generated to insure that Distance Support Products will meet the requirements of this document.  All hardware and software configurations will be tested utilizing the Distance Support Test and Assessment (T&A) Lab.  Test procedures will be developed, refined, and implemented to determine usability and functionality within the communication parameters.  

 5.6   Logistics Support

An Integrated Logistics Support (ILS) Plan will be generated for Distance Support and updated for each phase of the program.  Included in the plan will be the transition of the ancillary hardware to Special Test Equipment Program and the migration of the IT infrastructure hardware to IT 21 for ship and NMCI/ERP for shore.  This migration will occur over several phases of Distance Support before being completed.  A migration plan will be generated and implemented into the Distance Support Program Plan.  For the software and equipment prior to transition, items will be placed under configuration control per a configuration management plan.  

The ILS Plan will also address requirements for installation of Distance Support/Anchor Desk Program Products, including:

· Allowance documentation

· Alteration authorization

· DOD Information Security Certification and Accreditation Process (DITSCAP) 

· SPAWAR certification (e.g. Preferred Products List (PPL), Qualified Products List (QPL)).

6.     MANAGEMENT OF THE TECHNOLOGY

6.1    New Product Insertion
A process will be developed for new product insertion into the Distance Support System.  The process will be incorporated into the Configuration Management Plan as part of the Logistics Support.  This process will take into consideration Quality Assurance, Interoperability, Compliance to DS requirements and policies and program schedules.

6.2   Technology Refresh

A Technology Refresh plan shall be generated to address the changes within each phase of implementation, transition from one phase to the next and the migration from each phase implementation to related programs.  Example of changes within each phase would be the upgrade to the DS Portal.  An example of transition from one phase to the next is the introductions of platform resident data from phase I to II.  An example of migration is the transition from a Distance Support Knowledge Management Center to an ERP Knowledge Center.

6.3   Test, Verification and Validation
A process and architecture for verification and validation of distance support components will be generated as part of the Quality Assurance Plan.  The Verification and Validation will insure that new usage of Distance Support performs as required and will be supportable.  It will also help control new product introduction and component refresh interoperability.  

A series of test will be performed at the beginning of each phase of Distance Support prior to implementation.  A shore test will be performed with a proof of concept on a test ship. 

6.4   Technology Collaboration

Distance Support growth relies on bringing together technology development from other programs.  Because of this, the sharing of technology is an important element to Distance Support.  As a result, a means for technology sharing and collaboration in a web environment will be developed.  The tool will be documented with training provided to users.

7.   ORGANIZATIONAL STRUCTURE

Distance Support is made up of a coalition of support providers with a core group providing program management and Integrated Product Teams made up from the coalition.   The core team is made up of the Program Office at NAVSEA and members from various Navy field activities. The core team is responsible for the program development, documentation, financial management, logistics and deployment of DS. The Distance Support/Anchor Desk Program organization chart is provided as appendix B.
Integrated Product Teams (IPTs) are formed as necessary for specific DS tasking.  The IPTs allow DS stakeholders to provide input into key focus areas as guidance for core team efforts.  Examples of IPTs are metrics, business rules, and tools.

8.   SCHEDULED MILESTONES

The schedule for this plan provides the milestones associated with the implementation of the three phases of DS. DS program is executed in a evolutionary process.  As a result, DS implementation phases can overlap. The Distance Support/Anchor Desk Program milestone chart is provided as appendix C.

Appendix A

The Distance Support/Anchor Desk Program

Technical Description
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THE DISTANCE SUPPORT/ANCHOR DESK PROGRAM

TECHNICAL DESCRIPTION

1. SUMMARY

The Chief of Naval Operations (CNO) has directed the development of “Distance Support” tools that will enable warfighters to reach out and touch the shore-based support infrastructure in an efficient and direct manner. The Distance Support/Anchor Desk initiative integrates existing distance support efforts into a consolidated tool set and is focused on reducing shipboard workload and streamlining support infrastructure access, allowing the fleet to concentrate on their primary mission to train, operate, and fight.

This document provides the NAVSEA System Design for Distance Support (DS).  This document establishes requirements based on the DS operational concept and translates them into system and architecture views for meeting those requirements. 

2. BACKGROUND

The Distance Support/Anchor Desk program consists of: management of content delivery; management of a collaboration environment; customer relations management; and knowledge management.  Distance Support is expected to produce repeatable metrics that will allow System Commands and support providers to identify and resolve systemic issues, improve readiness and operational availability, reduce Total Ownership Cost (TOC), and identify requirements for resource reallocation when necessary.

Today’s support infrastructure and processes were developed along functional, organizational, and product lines.  Although, there have been significant advances in connectivity as well as development of tools for business process improvement, there has been only limited change in process or infrastructure to effectively leverage these advances and tools.   Downsizing, reorganization and outsourcing have created an ever-changing government and industry Source of Support (SOS) community.   To improve fleet communications, many of the SOS providers have leveraged advances in connectivity, establishing government and contractor toll-free telephone numbers, Web sites, and email addresses, which have resulted in stovepipe islands of technology, data and support. This environment of legacy processes, a changing SOS community and disjointed leveraging of technology advances has made the ability to identify and obtain authoritative data and support a challenge for both the Fleet and the support infrastructure

The Navy operates on highly structured policy, processes and culture that develop and evolve over a long period of time.  Historically, the fleet was self-sufficient, with the fleet sailor functioning as both operator and maintainer.  In many cases, shore based support for technical assistance and parts still requires submission of a formal support request using traditional means, such as a CASREP message.  Conversely today’s sailor is a highly trained technological warfighter, with a greater dependence and compelling need to leverage the shore-based infrastructure, through technology advances, for readiness support and quality of life services.  This is a significant cultural change and challenge to both the fleet and the sailors who serve on fleet units.  While the established support providers are more and more immediately accessible than ever before, traditional support processes have not evolved and the culture has not fully accepted shore based readiness support.  There have also been significant changes in system and equipment complexity, interoperability requirements and force levels, but the cultural paradigms of the fully manned, self-reliant ship are slow to change. The ashore support infrastructure is also slow to overcome the cultural paradigm that technical assistance/readiness support requires physical presence.             

There have been significant changes in ships system and equipment complexity and interoperability requirements.  There have been significant advances in connectivity and e-business tools for collaboration, infrastructure leverage and process improvement.  Technological products are becoming outdated faster than our process can adapt and change. In many situations, email is more desirable than the phone or message. Chat rooms are becoming the cutting-edge communication of choice. Fax transmission is overlooked for digital imaging capabilities. The technology exist to provide effective support, between the shore infrastructure and the deployed fleet but the processes, infrastructure and culture must adapt and transition.

To take advantage of this technology, the customers of the Distance Support/Anchor Desk program include U.S. Navy fleet personnel, both ashore and afloat, as well as members of the collaborative support provider community that includes both the government and industry. 

Distance Support was successfully deployed on the Abraham Lincoln/Tarawa Battle Group (BG)/Amphibious Ready Group (ARG), and was utilized for daily maintenance meetings between all platforms, the Type Commanders, and the Navy Integrated Call Center (NICC). Daily logistics meetings were also held between all platforms, C5F AOR, and CTF 53. During deployment, Distance Support was utilized more than 1,600 times for “reach-back” support and collaboration, resulting in improved material availability and readiness, with a average CASREP mean time to closure of five days..  Managed use of Distance Support, did not impact bandwidth. The use of Distance Support holds tremendous potential for both today’s legacy ships as well as the optimally manned, contractor supported vessel of the future; however, the effectiveness of Distance Support is dependent on policy, process and cultural change.      

3. REQUIREMENTS

The Distance Support/Anchor Desk program technical requirements are: 

· provides a single point of entry for all fleet support requests, maintains detailed information on contact points within the support provider network, and serves as the single agent responsible for receiving, processing, routing, and ensuring closure of support requests

· provides the easiest, most user-friendly, uniform, competent, global, and around-the-clock distance support communication capability

· links data and processes, through a distributed management organization and a single fleet support pipeline, to make it easier to get the right support the first time.

· is an integrated collection of tools, developed by the shore infrastructure, to locate and then provide remote support services in a variety of functional areas to all Navy forces located around the globe

· utilizes and maintains a system that coordinates all logistics data and support resources for accurate access, query, response, and update functions

· maintains metrics that document the performance of the distance support community and promote enhanced performance  

· maintains constant contact with users to ensure that the distance support services meet customer needs.

4. PROGRAM TECHNICAL DESCRIPTION

Navy Information Technology (IT) systems are being significantly enhanced with the introduction of IT-21 and Navy Marine Corps Intranet (NMCI) infrastructure backbone and network installations.  However, there are currently no overarching concept of operations, policy guidance, or standards in place regarding the merging of existing operational or business processes and databases, nor is there a good understanding of architectural options, applications or technical standards to enable the Navy to truly capitalize on the investments.  Additionally, open access to information is hampered for a variety of reasons, from maintaining a competitive advantage to maintaining localized information security.  This view has led to the implementation of myriad separate, non-interoperable databases and the lack of effective means to exchange the vast amounts of available information.  

To this end, the DS program is working with the fleet, fleet support organizations and industry in breaking down these barriers and defining new Battle Group Standard Operating Procedures (SOP) for this digital environment.  Based on the SOP and using COTS technology, web technology tools are being installed and integrated with new business processes, thus changing how the shore infrastructure makes decisions and provides support to the fleet today and in the future.  Distance Support provides the overarching concept of operations that integrates fleet functional operation with established infrastructure.  To institutionalize this, DS is developing new policies, standards and training with a focus towards continuous business process improvement, and with a positive impact to fleet cost and readiness.

4.1  Operational View
There are three basic services provided by DS.  They consist of management of content delivery, management of collaborative tele-assistance, and customer relations management.   The management of content delivery consists of adequate connectivity, access to the right information, presenting the information such that it makes sense and the transference of the information into some action.  The management of collaborative tele-assistance consists of adequate connectivity, access to the right people, access and sharing of information and the transference of the information into some action.  The customer relations management consist of adequate connectivity, availability of help desk services 24/7/365, availability of status and metrics feedback, access and sharing of information, and customer advocate for actions.  Through teaming with various Navy and Industry organizations, the breadth of DS coverage extends beyond NAVSEA with the inclusion of NAVAIR, BUMED, NAVSUP, SPAWAR, BUPERS, Fleet Technical Support Centers (FTSC), CNET and major Navy industry partners.   Working together to provide a one-stop-shop to the fleet, DS brings together the proper infrastructure, the proper technology and the proper business rules/processes to provide a quality of service that enhances both quality of life and readiness.  

In accomplishing this, the usage of DS can be divided into a series of functional operations.  These functions consist of Information Access, Intra-Collaboration and Inter-Collaboration with Assistance.  Figure 1 provides a process flow for the Distance Support Functional Concept of Operations (CONOPS). 
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Figure 1: Process Flow for the Distance Support Functional CONOPS

4.1.1  Intra-Collaboration
Within the Battle Group, a suite of equipment is provided which allows technical, medical, and administrative personnel to examine problems and capture them digitally.  The capability of the tool suite consists of capturing electronic signals, images, software and environmental conditions.  If the problem is urgent, a chat session via the DS portal is initiated with other technicians within the BG community of interest for insight into similar issues and solutions.  A search of the DS information server can also be performed for similar problems recorded in the past throughout the BG.  If the problem is not urgent, its resolution is delayed until the regular BG conference chat sessions occur.   The regular BG conference chat would include the TYCOM, FTSC and Navy Integrated Call Center (NICC).   For annoying but not critical problems, a message room for posting and sharing information can be accessed to see what others are experiencing and how they are dealing with it.  The message room provides posting capability throughout the fleet.  The digital data collected is shared with the community during the discussion.  After completion, the data and solutions are filed away into the DS server for future reference.

4.1.2  Inter-Collaboration and Assistance
If the Intra-collaboration did not resolve the problem, the Type Commanders, working with the Fleet Technical Support Centers and utilizing the NICC services can initiate an inter-collaboration session involving the Source of Support experts.  The ship has the option to go to the NICC via web, email or telephone or directly to a Source of Support provider such as the FTSC or Type Commander.  Again, access is obtained using the DS portal.  The NICC, if used, can help to organize and coordinate the required actions by getting the appropriate shore activities online, with minimal added workload to the ship.  During this session, the ship personnel would communicate from the problem area so that additional data is obtained based on the shore support guidance.  The DS shared data environment is opened during this session and files are shared.  The resolution of the problem is recorded by the NICC.  The flow is provided in Figure 2.  All problems, whether a collaboration session occurs or not, are recorded and maintained by the NICC for future reference and metrics development.  
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Figure 2: Collaboration/Information Request

4.1.3  Information
At any time or any place, both ship and shore personnel have access to the DS shared data environment.  Access to information is via the DS Portal from any IT-21 personal computer.  The Portal can be tailored to match the user’s taste and data requirements such that it is readily displayed on top.  It also has a menu leading to information categories by functions for general surfing.  At the heart of the DS Portal is the intelligent search engine.  The search engine allows for searching a variety of formats as well as non-traditional formats as pictures and videos.  A user types in a question as a sentence seeking an answer.  The search engine would seek out the information from a variety of sources and replies in a sentence with a single answer compiled from the shared data sources.  Should the information not be available or exceed the bandwidth available, DS sends a message to the user notifying him when and where the information will be provided.  An example would be a training course with extensive multimedia.  For information not available within the BG or DS Shared Data Environment, a message is automatically sent to the NICC to search and retrieve the information.  A notification would be provided to all parties involved. A matrix of Portal content is provided table 1, located at the end of this appendix.

There are three types of information provided by DS.  They consist of static information such as drawings, interactive information such as training courseware, and dynamic information such as metrics.  The access to information is accomplished in two ways.  The first is by utilizing the IT-21 PCs as a thin client to the DS server over the ship LAN.  The second method is by direct connection to the server via portable devices.  This is mainly used for downloading information directly to the device.  Wireless technology for the portable devices shall be employed to allow connectivity independent of the ship LAN. These portable devices can now be distributed and used throughout the ship.  

An example of how a user would resolve a ship problem is as follows:

The user logs onto the DS Portal from any PC connection to the LAN.  The login identifies the user and his/her profile.  This profile consists of personal data, areas of responsibilities and associated information to perform those duties.   Based on that profile, data is provided via the Portal to the user on probable problems that may occur.  In a proactive manner, links and bundled information would be addressed in the Portal view such that the user would be on alert.  Training information would also be made available for that particular problem should the user wish to review previous training received.  Collaboration sessions would be used to clarify any alerts provided, or a search through the DS database for examples of past resolutions would be used to shed more light on the alert. 

4.2  Systems View
Distance Support provides the fleet with a reachback capability to shore content and technical assistance.  As depicted in figure 3, Distance Support provides three basic services: management of content delivery, management of collaborative tele-assistance and customer relation management.  To accomplish this, the system takes advantage of IT-21 and NMCI.  The user interface to Distance Support is via the DS Portal.  The Portal uses the ship IT-21 hardware (personal computers and servers), infrastructure (ship LAN) and software (GOTS delta load) to gain access to shore information and technical assistance.  On the shore side, DS rides on NMCI to get access to managed content and assistance from distributed content sources or Source of Support (SOS) providers in a secure web based environment.  It also provides access to a help desk at the Navy Integrated Call Center (NICC) on a 24/7/365 basis.  For facilities not on NMCI, DS rides on NIPRNET or Smartlink infrastructure.   Accessory kits are provided to capture information in digital format.  The kits are portable and are stand alone except for a ruggedized laptop which has the ability to capture electronic data.  Calibration of the equipment is done remotely.
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Figure 3: Distance Support Services

4.2.1  Phase I System

The phase I system consists of a Portal loaded by CD onto a limited number of IT-21 PCs (6 to 8 total per ship).   The Portals are provided to the ship CSMO, AIMD Officer and CHENG.   Other ship departments such as medical, supply and chaplain receive the Portal based on need and demand.  The Portal is loaded onto both SIPRNET and NIPRNET PCs.  The NIPRNET PCs allow access to the DS shared data environment, NICC and collaboration between ships.  The SIPRNET PCs allow access into classified data, NICC and the use of collaboration between ship and shore.  While collaboration on NIPRNET is possible within the ship community and within the shore community, the predominant pathway is the use of SIPRNET.  This structure is depicted in Figure 4.  The collaboration uses either IT-21 GOTS NetMeeting or CaS chat.  
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Figure 4: Phase I System Structure

Access to information and collaboration by the Portal is via the ship LAN and communications equipment.  A set of CDs are provided as backup.   Access to information is web based using a common browser to a series of mini-portals making up what is called the Shared Data Environment (SDE).  The SDE is the seamless link to Source of Support and NICC information.  It provides the control necessary to make an intelligent search engine and the implementation of knowledge management feasible across a diverse source of content format.  

4.2.2  Phase II System
The phase II system builds on the capability of the phase I system.  The portal resides on a ship server in what is called the Ship Data Center (SDC).   The SDC provides user access to ship resident data.  It is connected to the IT-21 ship LAN and is part of the NTCSS suite of equipment.  There will be a classified and unclassified side such that a user can get access to information or collaboration as required from any PC connection to the IT-21 LAN. As shown in Figure 5, the SDC communicates with the Knowledge Management Center. 
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Figure 5: Phase II System Structure

The KMC acts as a buffer to provide a single point of entry into the Naval Operational Centers (NOC), the fleet gateways between ship and shore.  The KMC is connected to NMCI on both the NIPRNET and SIPRNET line.  Information is mirrored from the KMC to the SDC via a synchronization or replication process passing through the NOC.  The ship access to classified information is through the use of SIPRNET to the KMC classified server or through the Collaboration at Sea (CaS) Domino server onboard ship.  The KMC entry into the CaS ship server is by having a replication server node on the CaS network.  In contrast, the access to unclassified information is on ship resident storage devices.

The connectivity between the KMC and SOS Portals is via NMCI.  The connection can be either NIPRNET or SIPRNET.   The SOS Portals act as the authoritative data sources that provide information to the KMC.  The KMC caches the information in the proper formats to allow intelligent search, knowledge development and information security.  

4.2.3  Phase III System
The phase III system takes the phase II system another step by integrating tools and information from the SDC into an integrated support structure for the user.  The system will interface with onboard sensor and wireless initiatives to allow users to work from any location on the ship with an instantaneous update of readiness conditions.  Advance profiling and prognostic tools from the KMC will provide alerts to the user and support community in advance of problems.  The system will be integrated with ERP such that Distance Support provides the path to problem resolution and ERP provides the path to resolution implementation.  

4.3  Architecture View
4.3.1  Phase I Ship/Shore Architecture

The DS portal is an HTML file with links to informational web sites.  As described in the systems view, the ship uses the IT-21 desktop and Internet Explorer to gain access via NIPRNET through the NOC to informational sites.  Backup CDs of the various web sites are provided for loading onto the PC hard drive in cases where internet access is not feasible.  As shown in Figure 6, the normal ship and shore infrastructure is utilized.  
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Figure 6: Phase I Architecture

For collaboration, the ship utilizes ILS servers located on the ship or at the NOCs to provide a one to one link using SIPRNET.  Multiple users can communicate using the ILS server but bandwidth utilization increases with number of users.  To conserve bandwidth and provide private chat sessions, conference servers are used.  The two conference servers, Figure 7, are the Collaboration at Sea (CaS) Sametime servers located at the NOCs or at the Warfare Center.  The conference servers will allow the usage of both Sametime Chat or Netmeeting separately but not concurrently.  
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Figure 7: Collaboration Architecture - SIPRNet

4.3.2  Phase II Architecture

4.3.2.1   Ship Data Center

The Ship Data Center is part of the NTCSS suite of equipment.  DS will share the rack space with the ATIS program.  The design concept is for a Storage Area Network (SAN).  The ATIS equipment will be replaced with two RAIDS and two NT servers.  The RAID will be shared by DS, Naval Virtual Library (NVL) and ATIS (see figure 8).  
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Figure 8: Ship Data Center

The NT server will be split with one used for ATIS and the other for DS and NVL.  The goal is to eventually merge both programs into a single server as part of the IT-21 Horizontal Integration program.  The DS server will have a web server application and a database server application.  Contained with the web server application is the portal, intelligent middleware and associated search engine.  

The classified side shall utilize a similar architecture as the unclassified side.  In this case, the sharing will be with the CaS domino server on board ship.  The classified portal version will reside on IT-21 classified desktop personal computers.  The primary usage will be for collaboration until the approval is obtained for use collaboration tools on the NIPRNET.

4.3.2.2   Knowledge Management Center
The Knowledge Management Center is divided into three server configurations.  They do not necessarily have to be located together.  This is provided as Figure 9.
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Figure 9: Knowledge Management Center (KMC) and Source of Support (SOS) Network

The configurations consist of Web /Database Servers, Conferencing Servers and CRM Servers.  The Web/Database Server architecture is similar to the SDC except that the RAID is much larger.  The Raid will be partitioned such that the profile of each ship and their associated content on their SDC is identified.  Product data management software will allow for control of the updates to the SDC via synchronization or replication as appropriate.  An alternative to this would be updating with CDs depending on Bandwidth constraints. 

The Conferencing Server will consist of Sametime server used by CaS.  One will be placed for NIPRNET and SIPRNET.  

The CRM server will contain the information for Customer Relations Management. This server will be connected to the SOS infrastructure such that data can be readily shared by the SOS community.  

The KMC will be protected with the use of Virtual Private Networks setup.  PKI and Smart Card access will be utilized to insure security.

4.3.2.3  SOS Portlets
The SOS Portlets are mini-portals to their specific content providers.  The SOS Portlets are only used to managed the pulling of content to the KMC.  The servers would be located at their respective SOS sites.   Figure 10 illustrates this.
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Figure 10: SOS Content Management

In the case of NAVSEA, the information is consolidated under one site with the Sailor to Engineer.  The management of what data to pull is performed at the KMC.

Figure 10 describes the characteristics of the Content Delivery System.  A significant piece of the DS will be the consolidation of “like” databases to create an authoritative “Single Source” of data that will be Portal compliant. There are technological solutions that allow an authoritative database to be created from existing databases without consolidation. These solutions will be considered for near term implementation of authoritative databases.  If these solutions are chosen, then they will be limited in scope and a plan must be provided to migrate to a single consolidated authoritative database. This database would be synchronized or replicated for redundancy and network protection. Users would access the replicated or mirrored site databases that are closest to them or would be automatically redirected to less congested sites. In addition, the authoritative databases would be updated by authorized personnel who are owners of the content in real-time, near real-time, as changes occur allowing databases to subsequently access each other as changes are made. For instance, this would allow just-in-time ordering of equipment for organizations to be provided to the acquisition authority and supplier simultaneously. This would follow the revolution in business commerce being implemented by commercial companies.

Table 1

The Distance Support/Anchor Desk Program

Portal Content Matrix
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         All Distance Support/Anchor Desk program Portal configurations contain basically the same component structure:

         a Functional Applications section; a Toolbox; and an Administrative section.


        The above picture of the Portal screen image (with the three sections identified) is obtained by clicking the 

         “Access the Portal” selection on either the Distance Support/ Anchor Desk program Web site or one of the CD versions.
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Functional Applications
The area of the Portal that contains links to numerous applications in a wide variety of functional disciplines is located at the left side of the globe on the initial Portal screen.  A breakdown of the general functional areas into their specific subordinate applications is provided below:
A breakdown of the general functional areas into their specific subordinate applications is provided below:






Chaplain & Spiritual Support
LIFElines Services Network 



Chaplain Offices Roster 



ChaplainCare



Tool Box



Search



Chaplain Support User’s Guide






Information Technology
IT21/JDMS



Tool Box



Search



IT Support User’s Guide






Medical
Interactive Medical Multimedia



Virtual Naval Hospital



NTBO



TeleLibrary



Tool Box



Search



Medical Support User’s Guide






Operational
Navy Lessons Learned



SHAPEC



Tool Box



Search



Operational User’s Guide






Ordnance
Mobile Fleet Support Team Support Request



Ammunition Logistics (NALC)



Retail ordnance (ROLMS)



Lightweight Torpedo (LIDOL)



Tool Box



Search



Ordnance Support User’s Guide






Personnel/Quality of Life
Bureau of Personnel



Detailer Information



Navy Housing



LIFElines Services Network



Tool Box



Search






Supply
Check Outfitting Req Status



COSAL Outfitting Support



One Touch Support



Lockheed Martin Systems



SALTS



Tool Box



Search



Supply User’s Guide






Technical Systems/Equipment
Aviation Support:



JATDI



Shipboard:



Tech Assist LANT



Tech Assist PAC



Sailor to Engineer



JCALS



IBFT



IT21/JDMS



TM&DE



Tool Box



Search



Tech. Support User’s Guide






Training
Navy Learning Network



Fleet Training Tool Box



Tool Box



Search



Training Supt User’s Guide






More Links



Weapon Systems and Programs
AN/UYK-43 (V) Computer



AN/UYK-70 (V) Advanced Display Screen



Nav Spt S/W for Std Embdd Cmptr Resc (NSS/SECR)



NATO Sea Sparrow Surface Missile System






Logistics Related Programs
Engineering Forms (EFORMS)



Fleet Modernization Program (FMP)



Joint Fleet Maintenance Manual (JFFM)



Mine and Undersea Warfare Information Desk






Submarine Support Programs
Adv Interact Mgt Technology Center (AIMTC)



Common Problem Reporting System (CPRS)



Submarine Maint, Eng,  Plng, and Proc (SUBMEPP)






Training Support
Chief of Naval Education and Training (CNET)



Nav Air Warf Ctr Tng Systems Division (NAWCTSD)






Medical Support
Bureau of Medicine and Surgery (BUMED)



Naval Medical Logistics Cmnd (NAVMEDLOGCOM)






Reference Support
Navy/Marine Corps White Pages Directory



DoD DeskBook






Finance Support
Defense Finance and Accounting Service (DFAS)






US Navy Support
US Navy Home Page



Navy Online



Navy Jobs



Navy Acquisition PKI



NAVAIR – Naval Aviation Systems Command.









Tool Box
Under the Toolbox section, a set of general assistance tools is provided. Because of their universal application, they are found on every major menu throughout the Portal.






Call/email for assistance
NICC contact information is provided, including phone numbers and the email and naval message addresses.






Collaboration Tools
Collaboration and digital data capture documentation are provided. Pictures, set-up instruction, user’s guides, proxy server settings, and operator’s manuals are among the documentation included in all Distance Support applications, the Web site and both NIPRNet and SIPRNet configurations.








Submit a Question Online                       Submit a Deficiency Report                   Submit a Technical Solution
Several types of standard forms are provided for electronic submittal, only in the Web and NIPRNet applications:

-Distance Support Request form, for submittal to the NICC

-Fleet COSAL Feedback Report (FCFBR)

-CNET Training Feedback form

-Preventive Maintenance System (PMS) feedback report

-Technical Manual Deficiency/Evaluation Report (TMDER)

-Submit a Technical Solution (Tech Solutions powered by Naval Research)

-Requests to join the Portal (i.e. formatted add a site link)

-Requests for Portal software.

These forms use a fill-in-the-blanks approach to ensure the necessary data is provided, and are routed through the NICC to the appropriate SOS provider.











Administration
In the Administration section, the user is given general information which will be helpful in using the Distance Support tools.






Portal User’s Guide
The User’s Guide provides a comprehensive introduction and explanation of the Portal, including a description/purpose, accessing the Portal, the home page, installation/uninstall, and a brief describing each site and data link.






More About Distance Support
The following Distance Support topics are covered:

-Distance Support policy, including background, user community and security information.

-Training material, including Anchor Desk Course Curriculum Material (services overview and access requirements), how to use the SOS Matrix in  CDMD-OA, and the latest Distance Support Portal Training.

-Project documentation, including reports, presentations, etc.. Also includes the Collaboratorium and Discussion Board. 

-Collaboratorium. Available on the Web only and currently under construction, the Collaboratorium provides a forum to view or submit initiatives that are intended to reduce the cost of developing, building, and supporting the fleet.

-Discussion Board. Available on the Web only, this provides a threaded discussion message box.








Site Map
A site map is provided to give the viewer an idea as to how the Distance Support - Anchor Desk program Portal is constructed, and provides specific information pertaining to each functional link (i.e., is the application link accomplished via the Web or via other local means – PC or CD stored). The site map will also provide a representation of which sites are actually included in the specific application. Generally, the Web and NIPRNet configurations contain links to most sites and locally stored data. The SIPRNet configuration accesses only SIPRNet configured sites, and also includes locally stored data. 






Metrics
Statistics on the use of Distance Support are presented, including an overview, Navy Ship’s Material Condition and First Year Distance Support - Anchor Desk program metrics. Various metrics are maintained and are displayed only in the Web and NIPRNet applications. 


Search
A search capability is being implemented for the Web application only.  Testing is currently underway of a tool called “Ask the Chief”, modeled off the commercial “Ask Jeeves” product. This tool will allow the user to either ask a specific Distance Support question, or view information on questions submitted by other Portal users. 





Appendix B

The Distance Support/Anchor Desk Program

Organization Chart
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Appendix C

The Distance Support/ Anchor Desk Program

Scheduled Milestones 
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Task Name


1


PHASE I 


2


DS Upgrade


3


Portal/Optimal Manning Upgrade


4


Portal to Server Upgrade


5
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Figure 1:   The Distance Support/Anchor Desk Program 


Source of Support (SOS) Network
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